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Recall Lecture 2—Linear Classifier

Training Examples

ML Model
\( f(x_{\text{train}}, W) \)

Update \( W \)

Loss Function

Test example

ML Model
\( f(x_{\text{test}}, W) \)

Classification Result

W: Model weights (Parameters)

32x32x3 (RGB channel)
Flatten to length-3072 vector \( x \)
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It is Easy to Build a Neural Network

- Multi-layer neural network (NN) can be built on linear classifier
- Score function of linear classifier: $f = Wx$
- 2-layer NN: $f = W_2 \max(0, W_1 x)$
A Detailed Look at Neural Network

- Multiple Layers. Each layer has multiple neurons.
- Input layer: the 1\textsuperscript{st} layer
- Output layer: the last layer
- Hidden layer: all the other layers
- Neurons between adjacent layers are connected (typically)
- Neurons within the same layer are \textbf{not} connected
A Detailed Look at Neural Network

• The neurons in input layer is “transparent”
  -- Output is the input
• Use for consistent representation
A Detailed Look at Neural Network

- Two parts in the neurons of hidden layer
  -- accumulation of product and activation function
- The connection among neurons has a *weight*
- Weight is the parameter should be *learned*.
A Detailed Look at Neural Network

- Neuron of output layer has "special" activation function
  -- E.g. softmax function, identity function
  -- Can also be standard neuron if followed by other classifier (NN acts as feature extractor)
Another View

- It is also common to take activation as another layer.
Example in Tensorflow

tf.layers.dense

```python
tf.layers.dense(
    inputs,
    units,
    activation=None,
    use_bias=True,
    kernel_initializer=None,
    bias_initializer=tf.zeros_initializer(),
    kernel_regularizer=None,
    bias_regularizer=None,
    activity_regularizer=None,
    kernel_constraint=None,
    bias_constraint=None,
    trainable=True,
    name=None,
    reuse=None
)
```

- **activation**: Activation function (callable). Set it to `None` to maintain a linear activation.

- **use_bias**: Boolean, whether the layer uses a bias.
Always Vectorization

Layer: 0th, Input Layer

1st, Hidden Layer

2nd, Output Layer

Activation Functions:
\[ f^{(0)}(x) = x \]
\[ f^{(1)} \text{: nonlinear} \]
\[ f^{(2)} \text{: nonlinear} \]

Generalized Notations:
\[ z_i^{(0)} \rightarrow a_i^{(0)} \]
\[ w_{ij}^{(1)} \]
\[ z_j^{(1)} \rightarrow a_j^{(1)} \]
\[ w_{jk}^{(2)} \]
\[ z_k^{(2)} \rightarrow a_k^{(2)} \]

Equations:
\[ a_i^{(0)} = f^{(0)}(z_i^{(0)}) \]
\[ a_j^{(1)} = f^{(1)}(z_j^{(1)}) \]
\[ a_k^{(2)} = f^{(2)}(z_k^{(2)}) \]

\[ z_j^{(1)} = \sum_i w_{ij}^{(1)} a_i^{(0)} \]
\[ z_k^{(2)} = \sum_j w_{jk}^{(2)} a_j^{(1)} \]
Always Vectorization

\[ a_i^{(0)} = f^{(0)}(z_i^{(0)}) \]
\[ a_j^{(1)} = f^{(1)}(z_j^{(1)}) \]
\[ a_k^{(2)} = f^{(2)}(z_k^{(2)}) \]
\[ a_p^{(l)} = f^{(l)}(z_p^{(l)}) \]
\[ A^{(2)} = f^{(2)}(Z^{(2)}) \]

\[ Z^{(l)} = W^{(l)}T A^{(l-1)} \]

\[ \hat{z}_p^{(l)} = \sum_q w_{qp}^{(l)} a_q^{(l-1)} \]
\[ \begin{bmatrix} \hat{z}_0^{(2)} \\ \hat{z}_1^{(2)} \end{bmatrix} = \begin{bmatrix} w_{00}^{(2)} a_0^{(1)} + w_{10}^{(2)} a_1^{(1)} + w_{20}^{(2)} a_2^{(1)} \\ w_{01}^{(2)} a_0^{(1)} + w_{11}^{(2)} a_1^{(1)} + w_{21}^{(2)} a_2^{(1)} \end{bmatrix} \]
\[ \begin{bmatrix} \hat{z}_0^{(2)} \\ \hat{z}_1^{(2)} \end{bmatrix} = \begin{bmatrix} w_{00}^{(2)} & w_{01}^{(2)} \\ w_{10}^{(2)} & w_{11}^{(2)} \\ w_{20}^{(2)} & w_{21}^{(2)} \end{bmatrix}^T \begin{bmatrix} a_0^{(1)} \\ a_1^{(1)} \\ a_2^{(1)} \end{bmatrix} \]

\[ Z^{(2)} = W^{(2)}T A^{(1)} \]
Vectorization in Python

The transpose operation is not always necessary.

```python
# forward-pass of a 3-layer neural network:
f = lambda x: 1.0/(1.0 + np.exp(-x)) # activation function (use sigmoid)
x = np.random.randn(3,1) # random input vector of three numbers (3x1)
h1 = f(np.dot(W1, x) + b1) # calculate first hidden layer activations (4x1)
h2 = f(np.dot(W2, h1) + b2) # calculate second hidden layer activations (4x1)
out = np.dot(W3, h2) + b3 # output neuron (1x1)
```
A mostly complete chart of Neural Networks

- Backfed Input Cell
- Input Cell
- Noisy Input Cell
- Hidden Cell
- Probablistic Hidden Cell
- Spiking Hidden Cell
- Output Cell
- Match Input Output Cell
- Recurrent Cell
- Memory Cell
- Different Memory Cell
- Kernel
- Convolution or Pool

- Perceptron (P)
- Feed Forward (FF)
- Radial Basis Network (RBF)
- Recurrent Neural Network (RNN)
- Long / Short Term Memory (LSTM)
- Gated Recurrent Unit (GRU)
- Auto Encoder (AE)
- Variational AE (VAE)
- Denoising AE (DAE)
- Sparse AE (SAE)
- Markov Chain (MC)
- Hopfield Network (HN)
- Boltzmann Machine (BM)
- Restricted BM (RBM)
- Deep Belief Network (DBN)
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Different Activation Functions

**Sigmoid**
\[ \sigma(x) = \frac{1}{1 + e^{-x}} \]

**tanh**
\[ \tanh(x) \]

**ReLU**
\[ \max(0, x) \]

**Leaky ReLU**
\[ \max(0.1x, x) \]

**Maxout**
\[ \max(w_1^T x + b_1, w_2^T x + b_2) \]

**ELU**
\[ \begin{cases} 
  x & x \geq 0 \\
  \alpha(e^x - 1) & x < 0 
\end{cases} \]
Sigmoid Activation Function

\[ \sigma(x) = \frac{1}{1 + e^{-x}} \]

- Squashes numbers to range \([0, 1]\)
- Historically popular
- Still used in RNN
Cons of Sigmoid – Saturation

\[ \sigma(x) = \frac{1}{1 + e^{-x}} \]

\[ \frac{d\sigma(x)}{dx} = (1 - \sigma(x))\sigma(x) \]
Cons of Sigmoid – Saturation

- Saturated neurons “kill” the gradients

\[ \sigma(x) = \frac{1}{1 + e^{-x}} \]

- What happens when \( x = -10 \)?
- What happens when \( x = 0 \)?
- What happens when \( x = 10 \)?

\[ \frac{d\sigma(x)}{dx} = (1 - \sigma(x))\sigma(x) \]
Cons of Sigmoid – Non-zero Centered

• Consider what happens when the input to a neuron is always positive

\[ f \left( \sum_i w_i x_i + b \right) \]

Q: What will be the gradient on \( w \)?
Cons of Sigmoid – Non-zero Centered

• Slow learning
Tanh Activation Function

\[ \tanh(x) = 2\sigma(2x) - 1 \]

- Squashes numbers to range \([-1, 1]\)
- Zero-centered (preferred than sigmoid)
- Still used in RNN
RELUN Activation Function

\[ \text{Relu}(x) = \max(0, x) \]

- Squashes numbers to range \([0, \infty]\)
- Does not saturate (half region)
- Most popular in CNN and FCN
Pros of RELU

• Not always saturation
  -- Half region
• Low-cost computation
  -- Max function is simple
• Fast convergence speed
  -- Very important

Krizhevsky et al., NIPS 2012
Con of RELU – Saturation

- When \( x < 0 \), saturated neurons “kill” the gradients.

\[
\frac{d\sigma}{dx} = \frac{\partial L}{\partial x} \quad \frac{\partial L}{\partial \sigma}
\]

- What happens when \( x = -10 \)?
- What happens when \( x = 0 \)?
- What happens when \( x = 10 \)?

\[
\frac{d\text{Relu}(x)}{dx} = ?
\]
Leaky RELU Activation Function

\[ LRelu(x) = \max(\alpha x, x) \]
\[ \alpha \text{ is small} \]

- Squashes numbers to range \([-\infty, \infty]\)
- Does not saturate (full region)
- \(\alpha\) is small, e.g. 0.01, can be learned
Tips for Choosing Activation Functions

• Typically choose ReLU
  -- Careful with learning rates
• Try leaky ReLU/ELU if ReLU does not work well

• Sometimes try tanh, but not expect too much

• No sigmoid for CNN, you can use in RNN
Importunate of Activation Function

• Activation function provides *non-linearity*

• Think about a simple one-hidden layer neural network

\[ y = f(W_2 f(W_1 x)) \]

Q: What happens if there is no activation function?
Representation Power

• Neural Network is a universal function approximator
  -- E.g. classify images can be viewed as a function you cannot write explicitly

In the mathematical theory of artificial neural networks, the universal approximation theorem states\(^1\) that a feed-forward network with a single hidden layer containing a finite number of neurons can approximate continuous functions on compact subsets of \(\mathbb{R}^n\), under mild assumptions on the activation function. The theorem thus states that simple neural networks can represent a wide variety of interesting functions when given appropriate parameters; however, it does not touch upon the algorithmic learnability of those parameters.
Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be a nonconstant, bounded, and continuous function. Let \( I_m \) denote the \( m \)-dimensional unit hypercube \([0, 1]^m\). The space of real-valued continuous functions on \( I_m \) is denoted by \( C(I_m) \). Then, given any \( \varepsilon > 0 \) and any function \( f \in C(I_m) \), there exist an integer \( N \), real constants \( v_i, b_i \in \mathbb{R} \) and real vectors \( w_i \in \mathbb{R}^m \) for \( i = 1, \ldots, N \), such that we may define:

\[
F(x) = \sum_{i=1}^{N} v_i \varphi \left( w_i^T x + b_i \right)
\]

as an approximate realization of the function \( f \); that is,

\[
|F(x) - f(x)| < \varepsilon
\]

for all \( x \in I_m \). In other words, functions of the form \( F(x) \) are dense in \( C(I_m) \).
Why Need Hidden Layer

• XOR problem

<table>
<thead>
<tr>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

*XOR is not linear separable*
Why Need Hidden Layer

- XOR problem

<table>
<thead>
<tr>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

*Multi-layer perceptions draws multiple lines*
Why Use Many Layers

Deeper vs Wider?

• You can increase either depth or width to gain better performance
• Deeper network needs less neurons to achieve the same approximation error

First, we consider univariate functions on a bounded interval and require a neural network to achieve an approximation error of $\varepsilon$ uniformly over the interval. We show that shallow networks (i.e., networks whose depth does not depend on $\varepsilon$) require $\Omega(\text{poly}(1/\varepsilon))$ neurons while deep networks (i.e., networks whose depth grows with $1/\varepsilon$) require $\mathcal{O}(\text{polylog}(1/\varepsilon))$ neurons. We then extend these results

Shiyu Liang etal. ICLR 2017
Why Use Many Layers

Deeper architecture facilitates hierarchy learning
Going deeper with convolutions
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Abstract

We propose a deep convolutional neural network architecture codenamed Inception, which was responsible for setting the new state of the art for classification and detection in the ImageNet Large-Scale Visual Recognition Challenge 2014 (ILSVRC14). The main hallmark of this architecture is the improved utilization of the computing resources inside the network. This was achieved by a carefully crafted design that allows for increasing the depth and width of the network while keeping the computational budget constant. To optimize quality, the architectural decisions were based on the Hebbian principle and the intuition of multi-scale processing. One particular incarnation used in our submission for ILSVRC14 is called GoogLeNet, a 22 layers deep network, the quality of which is assessed in the context of classification and detection.
Figure 1. Training error (left) and test error (right) on CIFAR-10 with 20-layer and 56-layer “plain” networks. The deeper network has higher training error, and thus test error. Similar phenomena on ImageNet is presented in Fig. 4.

Kaiming He et al. CVPR 2015
Recall Vanish Gradient
Solution for Vanish Gradient

- Better initialization
- Faster hardware
- Using residual block

Note that ResNets are an ensemble of relatively shallow Nets and do not resolve the vanishing gradient problem by preserving gradient flow throughout the entire depth of the network – rather, they avoid the problem simply by constructing ensembles of many short networks together. (Ensemble by Construction\textsuperscript{[16]})
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